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Abstract

This paper proposes the efficient and fast Markov chain Monte Carlo estimation methods for the stochastic volatility model with leverage effects, heavy-tailed errors and jump components, and for the stochastic volatility model with correlated jumps. We illustrate our method using simulated data and analyze daily stock returns data on S&P500 index and TOPIX. Model comparisons are conducted based on the marginal likelihood for various SV models including the superposition model.
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1 Introduction

The stochastic volatility (SV) models have been widely used to model a changing variance of time series in financial econometrics (e.g., Ghysels et al. (2002), Shephard (2005)). Various generalizations of the standard SV model have emerged and their model-fittings have been investigated especially in high-frequency financial data. Among such generalizations, the leverage effect, jump components and heavy-tailed errors in asset returns are well-known to be important in the recent literature (Chib et al. (2002), Jacquier et al. (2004), Yu (2005), Omori et al. (2007), Berg et al. (2004)). It has been pointed out in many empirical studies that asset returns data have heavier tails than those of normal distributions. The SV model with Student-$t$ errors (SVt) is one of the most popular basic models to account for heavier tailed returns. However, it has been found insufficient to express the tail fatness of returns, and the jump components, which may be correlated, have recently been introduced to explain the tail behavior (Eraker et al. (2003)). The jump component is considered to be a discretization of a Lévy process which is also widely used in the continuous time modelling of financial asset pricing. Chib et al. (2002) estimates the SV model with jumps and Student-$t$ errors (SVJt) (but without leverage effect) by extending Kim et al. (1998) which is a fast and reliable Markov chain Monte Carlo (MCMC) algorithm for the SV model.

The leverage effect refers to the increase in volatility following a previous drop in stock returns, and modelled by the negative correlation coefficient between error terms of stock returns and the volatility (e.g. Black (1976), Nelson (1991), Yu (2005), Omori et al. (2007)). The SV model with leverage effect (SVL) is also called the asymmetric stochastic volatility model. Omori et al. (2007) constructs the efficient MCMC estimation method for the SV model with leverage effect and Student-$t$ errors (SVLt) (but without jumps) and demonstrates some empirical results, extending the mixture sampler approach of Kim et al. (1998).

Since the leverage effect and jump components have been modelled separately in the literature, this paper discusses the SV models with leverage, jump components and heavy-tailed errors (SVLJt) jointly. We consider the SV model given by

\begin{align}
    y_t &= k_t \gamma_t + \sqrt{\lambda_t} \varepsilon_t \exp(h_t/2), \quad t = 1, \ldots, n, \\
    h_{t+1} &= \mu + \phi(h_t - \mu) + \eta_t, \quad t = 1, \ldots, n - 1,
\end{align}

where $y_t$ is a response, $h_t$ is an unobserved log-volatility, $|\phi| < 1$, $h_1 \sim N(0, \sigma^2/(1 - \phi^2))$, 

\[
\left( \begin{array}{c}
\varepsilon_t \\
\eta_t
\end{array} \right) \sim N(0, \Sigma), \quad \text{and} \quad \Sigma = \left( \begin{array}{cc}
1 & \rho \sigma \\
\rho \sigma & \sigma^2
\end{array} \right).
\]

The leverage effect measured by the correlation coefficient $\rho$ is expected to be negative as reported in several empirical studies (Yu (2005), Omori et al. (2007)). The correlation coefficient $\rho = 0$ implies the SV model without leverage effect. The $k_t \gamma_t$ represents a jump component in the
measurement equation (1). The $\gamma_t$ is a jump flag defined as a Bernoulli random variable such that

$$\pi(\gamma_t = 1) = \kappa, \quad \pi(\gamma_t = 0) = 1 - \kappa, \quad 0 < \kappa < 1,$$

and the $k_t$ is a jump size specified by

$$\psi_t \equiv \log(1 + k_t) \sim N(-0.5\delta^2, \delta^2),$$

following Andersen et al. (2002), Chib et al. (2002) where the jump parameter $\kappa$ and $\delta$ are unknown and to be estimated. We denote the SV and SVL models with jumps as the SVJ and SVLJ models respectively.

The measurement error $\sqrt{\lambda_t} \epsilon_t$ is assumed to follow the heavy-tailed Student-$t$ distribution with unknown degrees of freedom $\nu$ by letting

$$\lambda_t^{-1} \sim \text{Gamma}(\nu/2, \nu/2).$$

(3)

We may also assume $\log \lambda_t \sim N(-0.5\tau^2, \tau^2)$ to obtain the lognormal scale mixture as in Omori et al. (2007), but we illustrate our algorithm using Gamma scale mixture given by (3). When $\lambda_t \equiv 1$ for all $t$, the model reduces to the SV or SVL model with normal errors.

The contribution of this paper comprises two parts. First, we develop the efficient and fast MCMC parameter estimation method for the SVLJt model (SV model with leverage, jumps and Student-$t$ errors) extending Chib et al. (2002) and Omori et al. (2007). Second, we extend it to the SV model with correlated jumps, which have recently been popular in financial literatures.

We illustrate our approach using simulated data and apply it to the stock returns data of S&P500 index and TOPIX (Tokyo Stock Price index). Using Bayesian approach of marginal likelihood computation, we compare various candidate models over the class of SV model with jumps, leverage and heavy-tails. The superposition model is also considered.

The rest of paper is organized as follows. In Section 2 we discuss the MCMC estimation for our SV model with jumps, leverage and heavy-tails. Section 3 illustrates our method using simulated data. In Section 4, we extend it to the SV model with correlated jumps. In Section 5, we apply our proposed method to the daily asset returns data of S&P500 and TOPIX. Section 6 concludes the paper.

## 2 SV model with jumps, leverage and heavy-tails

The well-known difficulty of estimating the discrete-time SV model is that the likelihood function is not easily available. It is possible to compute the likelihood using a simulation-based method for a given set of parameters, which is called a particle filter. But it requires a computational burden since we need to repeat the particle filter many times to evaluate the likelihood function for each set of parameters until we reach the maximum. To overcome this difficulty, we take Bayesian estimation approach and propose the MCMC methods (e.g., Chib and Greenberg
2.1 Auxiliary mixture sampler

Following Omori et al. (2007), we define $y^*_t = \log(y_t - k_t\gamma_t)^2 - \log \lambda_t$, $d_t = \text{sign}(y_t - k_t\gamma_t) = I(\varepsilon_t > 0) - I(\varepsilon_t \leq 0)$, which rewrites equation (1) as

$$y^*_t = h_t + \xi_t,$$

where $\xi_t = \log \varepsilon_t^2$. Omori et al. (2007) proposes to approximate the bivariate conditional density of $(\xi_t, \eta_t)|d_t$ by a $K$-components mixture of bivariate Gaussian densities, which is an exhaustive extension Kim et al. (1998) approach for the SV model with leverage effect. The key essence of their approach is that the model (4) and (2) is approximated to a linear Gaussian state space model conditioned on the mixture component indicator $s_t \in \{1, 2, \ldots, K\}$. Given $s_t = \{s_t^1, \ldots, s_t^n\}$, this permits us to sample the latent variable $h = \{h^1_1, \ldots, h^n_n\}$ in one block from its joint distribution using the simulation smoother for a linear Gaussian state space model (de Jong and Shephard (1995), Durbin and Koopman (2002a)). We estimate the mixture approximation model

$$
\begin{bmatrix}
y^*_t \\
h_{t+1}^t
\end{bmatrix}
= \begin{bmatrix} h_t \\
\mu + \phi(h_t - \mu)
\end{bmatrix} + \begin{bmatrix} \xi_t \\
\eta_t
\end{bmatrix},
$$

where

$$
\begin{bmatrix} \xi_t \\
\eta_t
\end{bmatrix}|d_t, (s_t = i) \sim L \left( 
\begin{bmatrix}
m_i + v_i z_{1t} \\
\sigma^2 z_{2t}
\end{bmatrix}
, 
\begin{bmatrix}
d_t \sigma(a_i + b_i v_i z_{1t}) \exp(m_i/2) + \sigma \sqrt{1 - \rho^2} z_{2t}
\end{bmatrix}
\right),
$$

for $i = 1, 2, \ldots, K$. Omori et al. (2007) proposes the approximation based on $K = 10$ and lists the selection of $p_i = \Pr(s_t = i)$ and the mixture component parameters $(m_i, v_i, a_i, b_i)$ for $i = 1, \ldots, 10$, which we reproduced in Table 1. Note that $(m_i, v_i, a_i, b_i)$ do not depend on model parameters $\theta \equiv (\phi, \sigma, \rho)$ and $\mu$.

2.2 MCMC algorithm

Let $y = \{y_t\}_{t=1}^n$, $y^* = \{y^*_t\}_{t=1}^n$, $d = \{d_t\}_{t=1}^n$, $k = \{k_t\}_{t=1}^n$, $\gamma = \{\gamma_t\}_{t=1}^n$, $\lambda = \{\lambda_t\}_{t=1}^n$ and we set the prior probability density $\pi(\theta), \pi(\mu), \pi(\kappa), \pi(\delta), \pi(\nu)$ for $\theta, \mu, \kappa, \delta, \nu$. Then, we draw sample from the posterior distribution

$$\pi(\theta, \mu, \kappa, \delta, \nu, s, h, k, \gamma, \lambda|y)$$
by the MCMC technique. Let us reparameterize $k_t$ by $\psi_t \equiv \log(1 + k_t)$ and denote $\psi = \{\psi_1\}_{t=1}^n$, $\psi^{(0)} = \{\psi_t|t = 1, \ldots, n, \text{ s.t. } \gamma_t = 0\}$, $\psi^{(1)} = \{\psi_t|t = 1, \ldots, n, \text{ s.t. } \gamma_t = 1\}$. We propose the following sampling algorithm:

1. Initialize $\theta, \mu, \kappa, \delta, \nu, s, h, \psi, \gamma$ and $\lambda$.

2. Sample $(\theta, \mu, h)|s, y^*, d$ by
   
   (a) Sampling $\theta|s, y^*, d$,
   
   (b) Sampling $(\mu, h)|\theta, s, y^*, d$.

3. Sample $\psi^{(1)}|\theta, \mu, \delta, h, \gamma, \lambda, y$.

4. Sample $(\delta, \psi^{(0)})|\theta, \mu, h, \psi^{(1)}, \gamma, \lambda, y$ by
   
   (a) Sampling $\delta|\psi^{(1)}, \gamma$,
   
   (b) Sampling $\psi^{(0)}|\delta, \gamma$.

5. Sample $(\gamma, s)|\theta, \mu, \kappa, h, \psi, \lambda, y$ by
   
   (a) Sampling $\gamma|\theta, \mu, \kappa, h, \psi, \lambda, y$,
   
   (b) Sampling $s|\theta, \mu, h, y^*, d$.

6. Sample $\kappa|\gamma$.

7. Sample $(\lambda, \nu)|\theta, \mu, s, h, \psi, \gamma, y$ by
   
   (a) Sampling $\lambda|\theta, \mu, \nu, s, h, \psi, \gamma, y$,
   
   (b) Sampling $\nu|\lambda$.

8. Go to 2.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$p_i$</th>
<th>$m_i$</th>
<th>$v_i^2$</th>
<th>$a_i$</th>
<th>$b_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00609</td>
<td>1.92677</td>
<td>0.11265</td>
<td>1.01418</td>
<td>0.50710</td>
</tr>
<tr>
<td>2</td>
<td>0.04775</td>
<td>1.34744</td>
<td>0.02266</td>
<td>1.02248</td>
<td>0.51124</td>
</tr>
<tr>
<td>3</td>
<td>0.13057</td>
<td>0.73504</td>
<td>0.26768</td>
<td>1.03403</td>
<td>0.51701</td>
</tr>
<tr>
<td>4</td>
<td>0.20674</td>
<td>−0.51173</td>
<td>0.62699</td>
<td>1.08153</td>
<td>0.54706</td>
</tr>
<tr>
<td>5</td>
<td>0.18842</td>
<td>−1.97278</td>
<td>0.98583</td>
<td>1.13114</td>
<td>0.56557</td>
</tr>
<tr>
<td>6</td>
<td>0.12047</td>
<td>−3.46788</td>
<td>1.57469</td>
<td>1.21754</td>
<td>0.60877</td>
</tr>
<tr>
<td>7</td>
<td>0.05591</td>
<td>−5.55246</td>
<td>2.54498</td>
<td>1.37454</td>
<td>0.68728</td>
</tr>
<tr>
<td>8</td>
<td>0.01575</td>
<td>−8.68384</td>
<td>4.16591</td>
<td>1.68327</td>
<td>0.84163</td>
</tr>
<tr>
<td>9</td>
<td>0.00115</td>
<td>−14.65000</td>
<td>7.33342</td>
<td>2.50097</td>
<td>1.25049</td>
</tr>
</tbody>
</table>

Table 1: Selection of $(p_i, m_i, v_i^2, a_i, b_i)$. 
Although we draw samples from the posterior distribution for the approximated model (5), they can be reweighted to obtain the moments of the exact posterior distribution for the original SV model (1) and (2) as we will show. In the following subsections, we give a brief description of each sampling step (see Appendix A for the details).

### 2.2.1 Sampling volatility parameters \((\theta, \mu, h)\)

The conditional posterior probability density function of \((\theta, \mu, h)\) is

\[
\pi(\theta, \mu, h|s, y^*, d) \propto \pi(\theta|s, y^*, d) \times \pi(\mu, h|\theta, s, y^*, d),
\]

where

\[
\pi(\theta|s, y^*, d) \propto f(y^*|\theta, s, d) \pi(\theta),
\]

\[
\pi(\mu, h|\theta, s, y^*, d) \propto \pi(\mu|\theta, s, y^*, d) \pi(h|\mu, \theta, s, y^*, d),
\]

and \(f\) is the conditional likelihood of the approximated model. Note that the conditional posterior probability density \(\pi(\theta|s, y^*, d)\) is marginalized over \(\mu\). Integrating \(\mu\) from the joint posterior density \(\pi(\theta, \mu|s, y^*, d)\) provides a good acceleration of the convergence in our procedure. We can evaluate the conditional likelihood \(f(y^*|\theta, s, d)\) through the augmented Kalman filter (see Appendix B and de Jong (1991), Durbin and Koopman (2002b)). In Step 2a, we find \(\hat{\theta} = (\hat{\phi}, \hat{\sigma}, \hat{\rho})\) which maximizes (or approximately maximizes) the posterior probability density \(\pi(\theta|s, y^*, d)\), and generate a candidate \(\theta^*\) from a normal distribution \(N(\theta_*, \Sigma_*\) truncated over the region \(R = \{\theta : |\phi| < 1, \sigma > 0, |\rho| < 1\}\), where

\[
\theta_* = \hat{\theta} + \Sigma_* \frac{\partial \log \pi(\theta|s, y^*, d)}{\partial \theta} \bigg|_{\theta = \hat{\theta}}, \quad \Sigma_*^{-1} = -\frac{\partial^2 \log \pi(\theta|s, y^*, d)}{\partial \theta \partial \theta'} \bigg|_{\theta = \hat{\theta}}. \tag{6}
\]

We use the Metropolis-Hastings (M-H) algorithm (see e.g. Chib and Greenberg (1995)) with this proposal density to accept or reject \(\theta^*\). In Step 2b, we straightforwardly sample \(\mu\) from a normal distribution using the by-products of the augmented Kalman filter, and sample \(h\) by the simulation smoother (de Jong and Shephard (1995), Durbin and Koopman (2002a)) given \((\mu, \theta)\).

### 2.2.2 Sampling jump parameters \((\delta, \psi)\)

In Step 3, we sample from the conditional posterior probability density \(\pi(\psi^{(1)}|\delta, \omega_1, \gamma, y)\) where we marginalized the posterior probability density over \(s\) to accelerate the convergence, and \(\omega_1 = (\theta, \mu, h, \lambda)\). Note that the density does not depend on \(\psi^{(0)}\), since \(\psi^{(0)}\) and \(\psi^{(1)}\) are conditionally independent given \((\omega_1, \delta, \gamma, y)\). To sample \(\psi^{(1)}\), we use the M-H algorithm. The reparameterization \(\psi_t \equiv \log(1 + k_t)\) yields a useful proposal density. Since we use returns \((y_t's)\) measured in decimals in empirical study, the \(k_t's\) are expected to be small. When \(k_t\) is small,
$k_t = e^{\psi_t} - 1$ may be well approximated by $\psi_t$. We have exactly $\psi_t \sim N(-0.5\delta^2, \delta^2)$, and approximately

$$y_t \approx \psi_t \gamma_t + \sqrt{\lambda_t} \varepsilon_t \exp(h_t/2).$$

Then a candidate for $\psi_t^{(1)}$ can be drawn from the normal density $N(\hat{\psi}_t, \sigma_{\psi_t}^2)$ where

$$\hat{\psi}_t = \sigma_{\psi_t}^2 \left(-0.5 + \frac{\gamma_t(y_t - \sqrt{\lambda_t} \rho \exp(h_t/2)((h_{t+1} - \mu) - \phi(h_t - \mu))}{\lambda_t(1 - \rho^2)e^{h_t}}\right),$$

$$\sigma_{\psi_t}^2 = \left(\delta^{-2} + \frac{\gamma_t^2}{\lambda_t(1 - \rho^2)e^{h_t}}\right)^{-1}.$$

In Step 4, we sample $(\delta, \psi^{(0)})$ in one block conditional on $\psi^{(1)}$. Noting that $\psi_t$ vanishes in the measurement equation (1) if $\gamma_t = 0$, we can express

$$\pi(\delta, \psi^{(0)}|\psi^{(1)}, \gamma, y) \propto \pi(\delta|\psi^{(1)}, \gamma) \times \pi(\psi^{(0)}|\delta, \gamma).$$

In Step 4a, we draw a sample from the posterior distribution

$$\pi(\delta|\psi^{(1)}, \gamma) \propto g(\psi^{(1)}|\delta, \gamma)\pi(\delta),$$

using the Acceptance-Rejection M-H (A-R M-H) algorithm (see e.g. Tierney (1994), Chib and Greenberg (1995)). In Step 4b, $\psi^{(0)}|\delta, \gamma$ is directly drawn from the normal distribution,

$$\psi^{(0)}|\delta, \gamma \sim N(-0.5\delta^2, \delta^2).$$

Instead of Steps 3 and 4, we may first sample $\delta$ given $\psi$ and then sample $\psi$ given $\delta$. However, when sampling in such an order, we found the conditional distribution of $\delta$ to produce MCMC samples with larger autocorrelations.

The key feature is that the posterior distribution for $\psi_t^{(1)}$ is marginalized over $s_t$. We found that this marginalization works to increase the acceptance rate of $\psi_t^{(1)}$ in the M-H step and to decrease the inefficiency in sampling $\delta$. We find that sampling $\psi_t^{(1)}$ is sensitive to the conditioned $s_t$. When the state $s_t$ whose probability ($p_{s_t}$) is very small is conditioned, the conditional posterior density for $\psi_t^{(1)}$ is irregularly changed and the draw of $\psi_t^{(1)}$ is overwhelmingly affected. To remove this effect of the $s_t$, we provide the marginalization of the conditional posterior distribution for $\psi_t^{(1)}$.

### 2.2.3 Sampling mixture state and heavy-tailed parameters ($\gamma, s, \kappa, \lambda, \nu$)

Since the $\gamma_t$ and $s_t$ are conditionally independent for $t = 1, \ldots, n$, we can obtain independent samples from their conditional posterior distribution. The posterior distribution of $\gamma$ which we draw from is also marginalized over $s$, similar to $\delta$ and $\psi$ in Steps 3 and 4. Step 5a requires only
to evaluate Bernoulli distribution $\pi(\gamma_t|\theta, \mu, h, \kappa, \psi, \lambda, y)$ where $\gamma_t = 0, 1$. In Step 5b we evaluate a $K$-point discrete distribution $\pi(s_i = i|\theta, \mu, h, y^*, d)$ for $i = 1, \ldots, K$. If we use a beta prior for $\kappa$, $\kappa \sim \text{Beta}(n_{\kappa}1, n_{\kappa}0)$, then we draw a sample $\kappa|q$ from $\text{Beta}(n_{\kappa}1 + n_1, n_{\kappa}0 + n_0)$, where $n_0$ and $n_1$ are the numbers of time such that $\gamma_t = 0$ and $\gamma_t = 1$ respectively.

Finally, we sample from the conditional posterior distribution of $(\lambda, \nu)$ where the joint probability density is

$$\pi(\lambda, \nu|\theta, \mu, s, h, \psi, \gamma, y) \propto f(y|\theta, \mu, s, h, \psi, \gamma)g(\lambda|\nu)\pi(\nu).$$

In Step 6a, we sample $\lambda_t$ by M-H algorithm using a proposal distribution $\lambda_t^{-1} \sim \text{Gamma}(\nu/2, \nu/2)$ independently for $t = 1, \ldots, n$. Step 6b requires the A-R M-H algorithm for $\nu$ used in sampling $\delta$.

### 2.2.4 Reweighting to correct for mixture-approximation error

The normal mixture provides a good approximation as shown in Omori et al. (2007), though we can correct a minor error of approximation and obtain samples from the exact posterior distribution as follows. Let $\vartheta = (\theta, \mu, \kappa, \delta, \nu, h, k, \gamma, \lambda)$ and $\vartheta^j$ denote the $j$-th sample. To obtain sample from the posterior distribution for the original SV model, denoted by $\tilde{\pi}(\vartheta|y)$, we resample the $j$-th sample drawn from the approximated posterior density $\pi(\vartheta|y^*, d) = \sum_s \pi(\vartheta, s|y^*, d)$ with the weights proportional to

$$w_j = \frac{w_j^*}{\sum_{i=1}^M w_i^*}, \quad w_j^* = \frac{\tilde{f}(y|\vartheta^j)}{\tilde{f}(y^*|\vartheta^j, d)},$$

for $j = 1, \ldots, M$ where $\tilde{f}$ is a likelihood for the original SV model, $f$ is a likelihood marginalized over $s$ for the approximate mixture model and $M$ is the sample size. To estimate the posterior mean of a function of the parameter $g(\vartheta)$,

$$E\{g(\vartheta)|y\} = \int g(\vartheta)\tilde{\pi}(\vartheta|y)d\vartheta = \int g(\vartheta)\frac{\tilde{\pi}(\vartheta|y)}{\pi(\vartheta|y^*, d)}\pi(\vartheta|y^*, d)d\vartheta,$$

we obtain the reweighted estimate as

$$\hat{E}\{g(\vartheta)|y^*, d\} = \sum_{j=1}^M g(\vartheta^j)w_j.$$

This re-weighting step completes our sampling procedure.
3 Illustrative example

This section illustrates our estimation procedure using the simulated data. We generated 3,000 observations from the SVLJt model given by equations (1) and (2) with $\phi = 0.97$, $\sigma = 0.1$, $\rho = -0.3$, $\exp(\mu/2) = 0.01$, $\kappa = 0.005$, $\delta = 0.04$ and $\nu = 15$. These values are based on the empirical estimates for daily returns data (e.g. Chib et al. (2002), Omori et al. (2007)). As suggested by Kim et al. (1998) and Omori et al. (2007), we take

$$y^*_t = \log((y_t - k_t \gamma_t)^2 + c)$$

where $c$ is the offset for the case where $(y_t - k_t \gamma_t)^2$ is too small. We set $c = 10^{-7}$ in this paper throughout. The following prior distributions are assumed:

$$\frac{\phi + 1}{2} \sim \text{Beta}(20, 1.5), \quad \sigma^{-2} \sim \text{Gamma}(2.5, 0.025),$$
$$\rho \sim U(-1, 1), \quad \mu \sim N(-10, 1),$$
$$\kappa \sim \text{Beta}(2, 100), \quad \log(\delta) \sim N(-2.5, 0.15), \quad \nu \sim \text{Gamma}(16, 0.8).$$

The beta prior distributions for $(\phi + 1)/2$ and $\kappa$ imply means and standard deviations are $(0.86, 0.11)$ for $\phi$ and $(0.02, 0.01)$ for $\kappa$. The gamma priors for $(\sigma^{-2}, \nu)$ and lognormal prior for $\delta$ have means and standard deviations $(100, 63.2)$ for $\sigma^{-2}$, $(0.09, 0.04)$ for $\delta$ and $(20, 5)$ for $\nu$. These prior distributions reflect the values obtained in the past literature to a certain extent.

![Figure 1: Estimation result of simulation data (SVLJt model). Sample autocorrelations (top), sample paths (middle) and posterior densities (bottom).](image)
We draw $M = 5,000$ sample after the initial 500 samples are discarded. Figure 1 shows the sample autocorrelation function, the sample paths and the posterior densities for each parameters. After discarding samples in burn-in period, the sample paths look stable and the sample autocorrelations drop very quickly, indicating our sampling method efficiently produces uncorrelated samples.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True</th>
<th>Mean</th>
<th>Stdev.</th>
<th>95% interval</th>
<th>Inefficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$</td>
<td>0.97</td>
<td>0.952</td>
<td>0.0147</td>
<td>[0.9164, 0.9752]</td>
<td>22.11</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.1</td>
<td>0.1159</td>
<td>0.0222</td>
<td>[0.0793, 0.1664]</td>
<td>39.46</td>
</tr>
<tr>
<td>$\rho$</td>
<td>-0.3</td>
<td>-0.3294</td>
<td>0.1012</td>
<td>[-0.5213, -0.1312]</td>
<td>8.49</td>
</tr>
<tr>
<td>$\exp(\mu/2)$</td>
<td>0.01</td>
<td>0.0107</td>
<td>0.0003</td>
<td>[0.0100, 0.0114]</td>
<td>31.61</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0.005</td>
<td>0.0057</td>
<td>0.0214</td>
<td>[0.0002, 0.0536]</td>
<td>19.63</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.04</td>
<td>0.0859</td>
<td>0.0464</td>
<td>[0.0196, 0.1904]</td>
<td>32.85</td>
</tr>
</tbody>
</table>

Table 2: Estimation result of simulation data (SVLJt model).

Table 2 gives the estimates for posterior means, standard deviations and the 95% credible intervals. All estimated posterior means are close to the true values and the true values are contained in their corresponding 95% credible intervals.

The inefficiency factors are also reported to check the performance of our sampling efficiency. The inefficiency factor is defined as $1 + 2\sum_{s=1}^{\infty} \rho_s$, where $\rho_s$ is the sample autocorrelation function at lag $s$. It is the ratio of variance of the posterior mean from the correlated draws to the one from the hypothetical uncorrelated sample, which measures the loss of sampling efficiency in our correlated MCMC draws (see e.g. Chib (2001)). Similarly to the result of Kim et al. (1998), Chib et al. (2002) and Omori et al. (2007), the inefficiency factors in Table 2 take very low values except $\nu$, compared with those of conventional MCMC samplers used in the estimation of SV models. This suggests that we are successful in extending their method to the SVLJt model without loss of sampling efficiency. Thus the proposed algorithm in which we marginalized conditional posterior densities provides the reliable and efficient MCMC sampling.

The relatively high inefficiency factor of $\nu$ is assumed to be caused from the A-R M-H algorithms, which provides a high acceptance rate in the M-H step but produces the highly correlated sample as seen in Figure 1. Further the conditional posterior distribution for $\nu$ depends only the latent variables $\lambda$, which makes the inefficiency factor higher. On the other hand, we also apply the A-R M-H algorithm for $\delta$, but the inefficiency factor for $\delta$ in not so high. This is the successful result of the marginalization and the order of sampling as discussed in Section 2.

### 4 SV model with correlated jumps

A correlated-jump SV model has been started to receive widespread attention in the recent literature (e.g. Eraker et al. (2003)) to investigate the simultaneous jumps in the observations and volatilities. Based on the SV model with leverage and jumps discussed in the previous
subsections, we extend it to the SV model with correlated jumps (SVLCJ) formulated as

\[ y_t = k_t \gamma_t + \varepsilon_t \exp(h_t/2), \quad t = 1, \ldots, n, \quad (9) \]

\[ h_{t+1} = \mu + \phi(h_t - \mu) + j_t \gamma_t + \eta_t, \quad t = 0, \ldots, n - 1. \quad (10) \]

To model jumps that occur concurrently both in return and in volatility with probability \( \pi(\gamma_t = 1) = \kappa \), the joint distribution of jump sizes is assumed to be

\[ j_t \sim \text{Exp}(\mu_J), \]

\[ k_t | j_t \sim N(\mu_k + \beta_j j_t, \sigma_k^2), \]

where \( \text{Exp} \) denotes the exponential distribution, Gamma(1, \( \mu_J \)). The correlation between jump sizes in return and in volatility is considered through the parameter \( \beta_J \). Additionally to the specification for the SVLJ model, we assume the prior \( \pi(\mu_J), \pi(\beta_J), \pi(\mu_k), \pi(\sigma_k) \). We can explore the posterior distribution

\[ \pi(\theta, \mu, \kappa, \mu_J, \beta_J, \mu_k, \sigma_k, s, h, k, j, \gamma | y), \]

where \( k = \{k_t\}_{t=1}^n, j = \{j_t\}_{t=1}^n \), by drawing samples by the corresponding MCMC procedure as below, letting \( k^{(1)} = \{k_t|t = 1, \ldots, n, \text{ s.t. } \gamma_t = 1\}, k^{(0)} = \{k_t|t = 1, \ldots, n, \text{ s.t. } \gamma_t = 0\}, j^{(1)} = \{j_t|t = 1, \ldots, n, \text{ s.t. } \gamma_t = 1\} \) and \( j^{(0)} = \{j_t|t = 1, \ldots, n, \text{ s.t. } \gamma_t = 0\} \);

1. Initialize \( \theta, \mu, \kappa, \mu_J, \beta_J, \mu_k, \sigma_k, s, h, k, j, \gamma \).
2. Sample \( (\theta, \mu, h)|s, j, y^*, d. \)
3. Sample \( (k^{(1)}, j^{(1)})|\theta, \mu, \mu_J, \beta_J, \mu_k, \sigma_k, h, \gamma, y. \)
4. Sample \( (\mu_J, \beta_J, \mu_k, \sigma_k, k^{(0)}, j^{(0)})|k^{(1)}, j^{(1)}, \gamma \) by
   (a) Sampling \( \mu_J | j^{(1)}, \gamma, \)
   (b) Sampling \( (\beta_J, \mu_k)|k^{(1)}, j^{(1)}, \sigma_k, \gamma, \)
   (c) Sampling \( \sigma_k | k^{(1)}, j^{(1)}, \beta_J, \mu_k, \gamma, \)
   (d) Sampling \( (k^{(0)}, j^{(0)})|\mu_J, \beta_J, \mu_k, \sigma_k, \gamma. \)
5. Sample \( (\gamma, s)|\theta, \mu, \kappa, h, k, j, y \) by
   (a) Sampling \( \gamma | \theta, \mu, \kappa, h, k, j, y, \)
   (b) Sampling \( s|\theta, \mu, h, j, y^*, d. \)
6. Sample \( \kappa|\gamma. \)
7. Go to 2.
Throughout, this algorithm is a straightforward extension from the one of the SVLJt model. We remark several points in details. In Step 3, we sample \((k_t, j_t)\) for time \(t\) such that \(\gamma_t = 1\) from its conditional density by the M-H algorithm with the proposal distribution based on the original equation (9) and (10), which produces the candidate \((k_t^*, j_t^*)' \sim N(\mu_{kj_t}, \Sigma_{kj_t}|j_t^*>0)\) where

\[
\mu_{kj_t} = \left( \frac{y_t}{(h_{t+1} - \mu) - \phi(h_t - \mu)} \right), \quad \Sigma_{kj_t} = \begin{pmatrix}
\exp(h_t) & \rho \exp(h_t/2) \\
\rho \exp(h_t/2) & \sigma^2
\end{pmatrix}.
\]

In Step 4a, we sample \(\mu_J\) by M-H algorithm with the proposal point drawn as \(\mu_J^* \sim \text{Exp}(\frac{1}{n} \sum_{i=1}^{n} j_i)\). In Step 4b, if \(\mu_k \sim N(\mu_{k0}, \sigma_{k0}^2), \beta_J \sim N(\mu_{\beta0}, \sigma_{\beta0}^2)\), the conditional posterior density for \((\mu_k, \beta_J)\) is the normal distribution. Thus we can sample directly from the posterior distribution. In Step 4c, if \(\sigma_k^{-2} \sim \text{Gamma}(v_{k0}, S_{k0})\), the conditional posterior density for \(\sigma_k^2\) is the inverse-Gamma distribution, which also enables us to have a direct draw.

5 Application to stock returns data

5.1 Data

![Figure 2: Return data for S&P500 and TOPIX.](image)

We apply our MCMC estimation method to daily stock returns data, the S&P500 index from January 1, 1970 to December 31, 2003, and the TOPIX (Tokyo stock price index) from January
6, 1992 to December 30, 2004. The log-difference returns are computed as \( y_t = \log P_t - \log P_{t-1} \) where \( P_t \) is the closing price on day \( t \). The sample size is 8,869 for S&P500 and 3,203 for TOPIX. Table 3 summarizes the descriptive statistics of the returns data including the count of positive and negative returns, and Figure 2 plots the series of returns for S&P500 and TOPIX. The largest negative impact on S&P500 corresponds to the crash of October 1987.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>8,869</td>
<td>0.0003</td>
<td>0.010</td>
<td>0.087</td>
<td>-0.227</td>
<td>4,762</td>
<td>4,107</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TOPIX (1992/1/6 - 2004/12/30)</th>
<th>Mean</th>
<th>Stddev.</th>
<th>Max.</th>
<th>Min.</th>
<th>pos.(+)</th>
<th>neg.(-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3,203</td>
<td>-0.0001</td>
<td>0.013</td>
<td>0.073</td>
<td>-0.066</td>
<td>1,563</td>
<td>1,640</td>
</tr>
</tbody>
</table>

Table 3: Summary statistics for S&P500 and TOPIX returns data.

5.2 Estimation results

5.2.1 SV models with jumps, leverage effects and heavy-tails

We first consider the following four candidate SV models with leverage effect to be fitted to the data:

(i) Model SVL: the SV model with leverage effect and no jump. The error terms in the measurement equation (1) is assumed to follow normal distribution \((\lambda_t \equiv 1 \text{ for all } t)\).

(ii) Model SVLt: the SV model with leverage effect and no jump. The error terms in the measurement equation (1) is assumed to Student-\(t\) distribution with unknown degrees of freedom.

(iii) Model SVLJ: the SV model with leverage effect and jumps. The error terms in the measurement equation (1) is assumed to follow normal distribution.

(iv) Model SVLJt: the SV model with leverage effect and jumps. The error terms in the measurement equation (1) is assumed to Student-\(t\) distribution with unknown degrees of freedom.

The prior specifications are same as the simulation study in the previous section. The number of MCMC iterations is 5,000 and the initial 500 samples are discarded. Table 4 and 5 reports the estimation result, the posterior means, standard deviations, 95% intervals and the inefficiency factors for TOPIX data and S&P500 data respectively. Figure 3 plots the sampling result for the Model SVLJt on the S&P500 series.

The estimates of the volatility parameters \((\phi, \sigma, \rho, \exp(\mu/2))\) are consistent with the results of the previous literatures (e.g. Chib et al. (2002), Omori et al. (2007)). The posterior mean of
\( \phi \) is close to one, which indicates the well-known high persistence of volatility on asset returns. The estimates of \( \sigma \) for the Models SVLt and SVLJt are slightly lower than those for the Models SVL and SVLJ. The models allowing the heavy-tail errors seem to explain the excess returns as a realization of the disturbance \( \varepsilon_t \), which decreases the variance of the volatility process. The parameter \( \rho \) is estimated significantly negative, implying that there exists the leverage effect in daily stock returns.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>SVL</th>
<th>SVLt</th>
<th>SVLJ</th>
<th>SVLJt</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi )</td>
<td>0.9803 (0.0029)</td>
<td>0.9883 (0.0020)</td>
<td>0.9822 (0.0026)</td>
<td>0.9878 (0.0020)</td>
</tr>
<tr>
<td></td>
<td>[0.9752, 0.9865]</td>
<td>[0.9842, 0.9918]</td>
<td>[0.9764, 0.9871]</td>
<td>[0.9837, 0.9914]</td>
</tr>
<tr>
<td></td>
<td>4.21</td>
<td>15.72</td>
<td>5.94</td>
<td>17.09</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>0.1501 (0.0097)</td>
<td>0.1088 (0.0081)</td>
<td>0.1373 (0.0101)</td>
<td>0.1113 (0.0083)</td>
</tr>
<tr>
<td></td>
<td>[0.1258, 0.1649]</td>
<td>[0.0936, 0.1249]</td>
<td>[0.1232, 0.1608]</td>
<td>[0.0958, 0.1282]</td>
</tr>
<tr>
<td></td>
<td>9.13</td>
<td>27.30</td>
<td>9.41</td>
<td>37.58</td>
</tr>
<tr>
<td>( \rho )</td>
<td>-0.4825 (0.0337)</td>
<td>-0.5753 (0.0407)</td>
<td>-0.4851 (0.0281)</td>
<td>-0.5699 (0.0416)</td>
</tr>
<tr>
<td></td>
<td>[-0.5687, -0.4205]</td>
<td>[-0.6519, -0.4915]</td>
<td>[-0.5716, -0.4301]</td>
<td>[-0.6475, -0.4865]</td>
</tr>
<tr>
<td></td>
<td>3.83</td>
<td>6.85</td>
<td>3.40</td>
<td>12.74</td>
</tr>
<tr>
<td>( \exp(\mu/2) )</td>
<td>0.0088 (0.0003)</td>
<td>0.0084 (0.0004)</td>
<td>0.0086 (0.0004)</td>
<td>0.0084 (0.0004)</td>
</tr>
<tr>
<td></td>
<td>[0.0082, 0.0096]</td>
<td>[0.0077, 0.0092]</td>
<td>[0.0082, 0.0096]</td>
<td>[0.0077, 0.0092]</td>
</tr>
<tr>
<td></td>
<td>1.16</td>
<td>7.49</td>
<td>1.31</td>
<td>8.88</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>0.0005 (0.0003)</td>
<td>0.0005 (0.0003)</td>
<td>0.0005 (0.0003)</td>
<td>0.0005 (0.0003)</td>
</tr>
<tr>
<td></td>
<td>[0.0001, 0.0004]</td>
<td>[0.0001, 0.0004]</td>
<td>[0.0001, 0.0004]</td>
<td>[0.0001, 0.0004]</td>
</tr>
<tr>
<td></td>
<td>7.15</td>
<td>11.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \delta )</td>
<td>0.1080 (0.0413)</td>
<td>0.0989 (0.0568)</td>
<td>0.1080 (0.0413)</td>
<td>0.0989 (0.0568)</td>
</tr>
<tr>
<td></td>
<td>[0.0268, 0.2668]</td>
<td>[0.0258, 0.2721]</td>
<td>[0.0268, 0.2668]</td>
<td>[0.0258, 0.2721]</td>
</tr>
<tr>
<td></td>
<td>17.28</td>
<td>34.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \nu )</td>
<td>10.599 (0.9972)</td>
<td>11.617 (1.3301)</td>
<td>10.599 (0.9972)</td>
<td>11.617 (1.3301)</td>
</tr>
<tr>
<td></td>
<td>198.77</td>
<td>241.75</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The first row: posterior mean and standard deviation in parentheses.
The second row: 95% credible interval in square brackets.
The third row: inefficiency factor.

Table 4: Estimation result for S&P500 return.

In the Models SVLJ and SVLJt, the posterior means of the jump probabilities, \( \kappa \)'s, are very low, less than 0.1% for the S&P500 series and around 0.1% for the TOPIX series. When the jump probability \( \kappa \) is very small, most of the jump sizes \( \psi_t \)'s vanish from the likelihood. The posterior densities of the jump intensity parameters, \( \delta \)'s, are widely spread, suggesting that we would fail to extract enough information of jump intensities from rare jump events.

The magnitude of tail-fatness is measured by the parameter \( \nu \) in the Models SVLt and SVLJt. The posterior means of \( \nu \)'s are around 10 for the S&P500 returns and 20 for the TOPIX returns. This indicates that measurement errors of stock returns have heavy-tailed distributions as pointed out in the past literature.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>SVL</th>
<th>SVLt</th>
<th>SVLJ</th>
<th>SVLJt</th>
</tr>
</thead>
<tbody>
<tr>
<td>φ</td>
<td>0.9675 (0.0073)</td>
<td>0.9751 (0.0063)</td>
<td>0.9677 (0.0071)</td>
<td>0.9750 (0.0061)</td>
</tr>
<tr>
<td></td>
<td>[0.9516, 0.9803]</td>
<td>[0.9619, 0.9861]</td>
<td>[0.9561, 0.9823]</td>
<td>[0.9617, 0.9858]</td>
</tr>
<tr>
<td></td>
<td>5.15</td>
<td>12.20</td>
<td>5.08</td>
<td>11.85</td>
</tr>
<tr>
<td>σ</td>
<td>0.1912 (0.0187)</td>
<td>0.1610 (0.0175)</td>
<td>0.1890 (0.0178)</td>
<td>0.1619 (0.0170)</td>
</tr>
<tr>
<td></td>
<td>[0.1574, 0.2286]</td>
<td>[0.1279, 0.1962]</td>
<td>[0.1561, 0.2283]</td>
<td>[0.1318, 0.1975]</td>
</tr>
<tr>
<td></td>
<td>10.66</td>
<td>24.65</td>
<td>8.48</td>
<td>23.10</td>
</tr>
<tr>
<td>ρ</td>
<td>-0.4449 (0.0572)</td>
<td>-0.4847 (0.0632)</td>
<td>-0.4453 (0.0591)</td>
<td>-0.4861 (0.0622)</td>
</tr>
<tr>
<td></td>
<td>[-0.5543, -0.4395]</td>
<td>[-0.6013, -0.3529]</td>
<td>[-0.5565, -0.3357]</td>
<td>[-0.6028, -0.3584]</td>
</tr>
<tr>
<td></td>
<td>3.83</td>
<td>8.61</td>
<td>3.67</td>
<td>10.08</td>
</tr>
<tr>
<td>exp(µ/2)</td>
<td>0.0106 (0.0005)</td>
<td>0.0100 (0.0006)</td>
<td>0.0106 (0.0005)</td>
<td>0.0100 (0.0006)</td>
</tr>
<tr>
<td></td>
<td>[0.0096, 0.0117]</td>
<td>[0.0072, 0.0121]</td>
<td>[0.0095, 0.0117]</td>
<td>[0.0089, 0.0112]</td>
</tr>
<tr>
<td></td>
<td>3.90</td>
<td>6.90</td>
<td>3.24</td>
<td>10.34</td>
</tr>
<tr>
<td>κ</td>
<td>0.0012 (0.0010)</td>
<td>0.0024 (0.0137)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0002, 0.0193]</td>
<td>[0.0001, 0.0083]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>23.53</td>
<td>27.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>δ</td>
<td>0.1041 (0.0529)</td>
<td>0.1028 (0.0609)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0244, 0.2356]</td>
<td>[0.0271, 0.2389]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>26.63</td>
<td>96.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ν</td>
<td>17.247 (3.3503)</td>
<td>17.863 (3.4212)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>147.67</td>
<td>150.66</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The first row: posterior mean and standard deviation in parentheses.
The second row: 95% credible interval in square brackets.
The third row: inefficiency factor.

Table 5: Estimation result for TOPIX return.

Figure 3: Estimation result for S&P500 returns (SVLJt model). Sample autocorrelations (top), sample paths (middle) and posterior densities (bottom).
5.2.2 SV model with correlated jumps

For the SV model with correlated jumps (SVLCJ), we additionally specify the prior as

\[\mu_J \sim \text{Exp}(0.2), \beta_J \sim N(0, 1),\]
\[\mu_k \sim N(0, 1), \sigma_k^{-2} \sim \text{Gamma}(2.5, 0.025).\]

The exponential prior distribution for \(\mu_J\) implies a mean and a standard deviation is (5, 5). The gamma prior for \(\sigma_k^{-2}\) has a mean and a standard deviation (100, 63.2). Applying the MCMC algorithm to the S&P500 daily return data (from 1970 to 2003), we draw \(M = 5,000\) samples after the initial 500 samples are discarded. The posterior estimates are reported in Figure 6. Since inefficiency factors are low, all parameters are sampled efficiently. One remark should go to the estimate of \(\beta_J\). Although the posterior mean of \(\beta_J\) is negative, its 95% confidence interval contains zero. We estimated the SVLCJ models using other 5 series of S&P500 and TOPIX return data in Section 5.3 and found all the estimates of \(\beta_J\) are negative but their 95% confidence interval contain zero, too. This result indicates that the two jump sizes in return and in volatility may be not so strongly correlated.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>Stdev.</th>
<th>95% interval</th>
<th>Inefficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\phi)</td>
<td>0.9836</td>
<td>0.0025</td>
<td>[0.9781, 0.9881]</td>
<td>6.78</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>0.1293</td>
<td>0.0096</td>
<td>[0.1122, 0.1501]</td>
<td>14.74</td>
</tr>
<tr>
<td>(\rho)</td>
<td>-0.5223</td>
<td>0.0393</td>
<td>[-0.5966, -0.4434]</td>
<td>5.66</td>
</tr>
<tr>
<td>(\exp(\mu/2))</td>
<td>0.0088</td>
<td>0.0003</td>
<td>[0.0082, 0.0095]</td>
<td>2.30</td>
</tr>
<tr>
<td>(\kappa)</td>
<td>0.0006</td>
<td>0.0003</td>
<td>[0.0002, 0.0013]</td>
<td>14.75</td>
</tr>
<tr>
<td>(\mu_J)</td>
<td>1.2989</td>
<td>0.8637</td>
<td>[0.3381, 3.4832]</td>
<td>21.68</td>
</tr>
<tr>
<td>(\beta_J)</td>
<td>-0.0864</td>
<td>0.4866</td>
<td>[-1.0986, 0.8957]</td>
<td>.51</td>
</tr>
<tr>
<td>(\mu_k)</td>
<td>-0.0170</td>
<td>0.5224</td>
<td>[-1.0677, 1.0740]</td>
<td>1.43</td>
</tr>
<tr>
<td>(\sigma_k)</td>
<td>0.4357</td>
<td>0.1435</td>
<td>[0.2513, 0.7903]</td>
<td>5.98</td>
</tr>
</tbody>
</table>

Table 6: Estimation result of the SVLCJ model for S&P500 return.

5.2.3 Superposition model

For model comparisons, we also consider the superposition model which has become popular and discussed as a flexible dynamic volatility model in the SV literatures (e.g. Omori et al. (2007)). It is formulated as

\[y_t = \varepsilon_t \exp(h_t/2), t = 1, \ldots, n,\]
\[h_t = \alpha_{1t} + \alpha_{2t}, t = 1, \ldots, n,\]
\[\alpha_{1t+1} = \mu_1 + \phi_1(\alpha_{1t} - \mu_1) + \eta_{1t}, t = 0, \ldots, n - 1,\]
\[\alpha_{2t+1} = \phi_2(\alpha_{2t} - \mu_2) + \eta_{2t}, t = 0, \ldots, n - 1,\]
where

$$
\begin{pmatrix}
\varepsilon_t \\
\eta_{1t} \\
\eta_{2t}
\end{pmatrix} \sim N(0, \Sigma), \quad \text{and} \quad \Sigma = \begin{pmatrix}
1 & \rho_1 \sigma_1 & \rho_2 \sigma_2 \\
\rho_1 \sigma_1 & \sigma_1^2 & 0 \\
\rho_2 \sigma_2 & 0 & \sigma_2^2
\end{pmatrix},
$$

$|\phi_1| < 1$, $|\phi_2| < 1$, and $\rho_1^2 + \rho_2^2 < 1$. For identifiability, we assume that $\phi_1 > \phi_2$.

Although this model doesn’t have the jump and heavy-tail components, the log-volatility consists of two independent autoregressive processes, each with a different persistence level and leverage effect, which is considered to play an effective role to grasp the complicated volatility dynamics in financial time series.

Let $\alpha_t = (\alpha_{1t}, \alpha_{2t})'$ for $t = 0, \ldots, n$, and $\alpha = \{\alpha_t\}_{t=0}^{n}$. Following Omori et al. (2007), the MCMC implementation for the Bayesian inference of the superposition model is given as follows:

1. Initialize $\theta = (\phi_1, \phi_2, \sigma_1, \sigma_2, \rho_1, \rho_2, \mu, s, \alpha)$.
2. Sample $(\theta, \mu, \alpha)|s, y^*, d$ by
   (a) Sampling $\theta|s, y^*, d$,
   (b) Sampling $(\mu, \alpha)|\theta, s, y^*, d$.
3. Sample $s|\theta, \mu, \alpha, y^*, d$.
4. Go to 2.

The algorithm is simple except sampling $\theta$ with several constraints. We implement Step 2a with the M-H algorithm. We generate a candidate point from the normal distribution after transforming the parameters $\theta_1 = \log(1 + \phi_1) - \log(1 - \phi_1)$, $\theta_2 = \log(1 + \phi_2) - \log(\phi_1 - \phi_2)$, $\theta_3 = \log \sigma_1^2$, $\theta_4 = \log \sigma_2^2$, $\theta_5 = \log(1 + \rho_1) - \log(1 - \rho_1)$ and $\theta_6 = \log(\sqrt{1 - \rho_1^2 + \rho_2^2}) - \log(\sqrt{1 - \rho_2^2 - \rho_2})$. This transformation widens the parameter space to all the domain of $R^6$ in sampling procedure, which clears the parameter constraints and makes it easier to evaluate the marginal likelihood. Through Step 2, we can construct the linear Gaussian state space form with bivariate state variable $\alpha_t$ and conduct the corresponding augmented Kalman filter. We assume priors

$$
(\phi_2 + 1)/2 \sim \text{Beta}(10, 10), \quad (\rho_2 + 1)/2 \sim \text{Beta}(10, 10), \quad \sigma_2^{-2} \sim \text{Gamma}(2.5, 0.025),
$$

for additional parameters. The beta prior distribution for $(\phi_2 + 1)/2$ and $(\rho_2 + 1)/2$ has a mean and standard deviation (0, 0.22). The gamma prior for $\sigma_2^{-2}$ has a mean and standard deviation (100, 62.3).

Table 7 shows the estimation result for the superposition model (SVLSP) using the S&P500 return (from 1970 to 2003). It is remarkable that the first component of volatility, $\alpha_{1t}$, empirically has the high persistence and highly negative leverage of volatility, and the second one has less persistence and leverage effect. These estimates show the log-volatility process would be divided
into the two volatility components: one is the high-persistence autoregressive process and the other is almost the i.i.d. process with a larger variance.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>Stdev.</th>
<th>95% interval</th>
<th>Inefficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_1$</td>
<td>0.9890</td>
<td>0.0020</td>
<td>[0.9848, 0.9926]</td>
<td>5.36</td>
</tr>
<tr>
<td>$\phi_2$</td>
<td>0.0275</td>
<td>0.0956</td>
<td>[-0.1554, 0.2258]</td>
<td>17.63</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>0.1059</td>
<td>0.0084</td>
<td>[0.0900, 0.1226]</td>
<td>8.72</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>0.5217</td>
<td>0.0356</td>
<td>[0.4498, 0.5917]</td>
<td>14.74</td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>-0.5369</td>
<td>0.0434</td>
<td>[-0.6173, -0.4479]</td>
<td>4.76</td>
</tr>
<tr>
<td>$\rho_2$</td>
<td>-0.1033</td>
<td>0.0416</td>
<td>[-0.1888, -0.0248]</td>
<td>12.57</td>
</tr>
<tr>
<td>$\exp(\mu/2)$</td>
<td>0.0087</td>
<td>0.0004</td>
<td>[0.0079, 0.0096]</td>
<td>2.15</td>
</tr>
</tbody>
</table>

Table 7: Estimation result of the superposition model for S&P500 return.

5.3 Model comparisons

This subsection conducts comparisons of those models we discussed in the previous sections using the marginal likelihoods. Twelve competing models are considered. In addition to four SV models with leverage (SVL, SVLt, SVLJ, SVLJt) in the empirical study above, we have corresponding four SV models without leverage (SV, SVt, SVJ, SVJt). Focusing on the heavy-tail behavior of return, we propose an alternative heavy-tail modelling in relation to Student-$t$ error. As estimated in Omori et al. (2007), we also introduce the Gamma scale mixture SV model with leverage (labeled SVLg, SVLJg), where we assume $\log \lambda_t \sim N(-0.5 \tau^2, \tau^2)$ and estimated $\tau$ instead of $\nu$ by the M-H algorithm as sampling $\nu$. The $\tau^2 \sim \text{Gamma}(1, 1)$ is assumed for a prior density, whose mean and standard deviation is $(1, 1)$. The SV model with correlated jumps (SVLCJ) and the superposition model (SVLSP) are also considered.

In a Bayesian framework we compare several competing models and find the evidence in the data using the posterior probabilities of the models. The posterior probability of each model is proportional to the prior probability of the model times the marginal likelihood. The ratio of two posterior probabilities is also well-known as a Bayes factor. If the prior probabilities are assumed to be equal, we choose the model which yields the largest marginal likelihood. The marginal likelihood is defined as the integral of the likelihood with respect to the prior density of the parameter. Following Chib (1995), we estimate the log of marginal likelihood $m(y)$, as

$$
\log m(y) = \log f(y|\vartheta) + \log \pi(\vartheta) - \log \pi(\vartheta|y^*, d).
$$

where $f(y|\vartheta)$ is a likelihood, $\pi(\vartheta)$ is a prior probability density and $\pi(\vartheta|y^*, d)$ is a posterior probability density. This equality holds for any $\vartheta$, but we usually use the posterior mean of $\vartheta$ to obtain a stable estimate of $m(y)$. The prior probability density is easily calculated, though the likelihood and posterior part requires a simulation evaluation. For the SV class, the likelihood can be estimated by the particle filter (e.g., Pitt and Shephard (1999), Chib et al. (2002), Omori et al. (2007)). We run 10 replications of the particle filter to estimate the standard error of
the likelihood. We can evaluate the posterior density at the point $\vartheta$ through the additional but reduced MCMC iterations using the method of Chib (1995), Chib and Jeliazkov (2001, 2005). The reduced MCMC sampling for the posterior part is iterated for 5,000 draws.

We use six series of daily return data for the model comparisons. In addition to the datasets used for the previous parameter estimation, we used the datasets of the S&P500 series from 1970 to 1985 and from 1990 to 2003, and the TOPIX series from 1970 to 1985 and from 1990 to 2004. We considered two long-period (about thirty years) data and four short-period (about fifteen years) data. We select these short periods such that the crash of October 1987 is excluded, because this critical event could affect the model selection between models with and without jumps.

Table 8 reports the estimated marginal likelihoods, standard errors and rankings for all competing models. The most adequate model to fit the S&P500 data is the SVLg model for the period 1970-2003, the SVLt model for the period 1970-1985 and 1994-2003, and that of the TOPIX data is the SVLSP model for the period 1970-2004 and 1970-1985, the SVLt model for the period 1992-2004. These three models, the SVLt, SVLg and SVLSP model, are ranked high for all periods, and taking the standard errors into consideration, these models are almost equivalent to explain the daily return series over our datasets.

As for the model fitting of the jump models, the advantage of the jump component can be seen only when the model has the normal-distributed error and the sample data contains the crash of 1987. Between the SV and SVJ model, the SVJ model dominates the SV model for sample data which contain the crash of 1987 (period 1970-2003) of S&P500, on the other hand, the SV model dominates SVJ model for sample data which exclude the crash (period 1970-1985, 1994-2003 of S&P500 and period 1970-1985, 1992-2004 of TOPIX). However, between the SVt and SVJt model, the SVt model outperforms the SVJt model for all sample period except the period 1970-2003 of S&P500. We found the same contribution of the jump component for the models with leverage. For the SV, SVL, SVLt, SVLJt model, the jump model can beat the no-jump model only for the case where the model has normal-distributed error and the sample data contains the crash of 1987. In other cases, the jump models are outperformed by the no-jump models. Thus we conclude that the jump models can have an advantage (in the sense of model-fitting) when the disturbance of the model follows normal distribution and the very large shock exists in the data. If we allow the disturbance of the model to follow the heavy-tailed distribution (e.g. Student-t error), the incorporation of the jump component into the model does not improve marginal likelihoods. The jump component would not be necessary when the model has leverage effects and Student-t errors.

The SVLCJ models, on the other hand, are not favored over the SVLJ models for all series. This is probably because the additional new parameters in the SVLJ models were not very useful to increase the likelihood. The SVLSP model mostly outperforms the jump models and some heavy-tailed models. As claimed by Omori et al. (2007), the SVLSP models are considered to explain the heavy-taillness of asset returns by double sequences of volatility.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Log-ML</td>
<td>Ranking</td>
<td>Log-ML</td>
</tr>
<tr>
<td>SV</td>
<td>29543.69 (2.23)</td>
<td>12</td>
<td>14178.18 (0.48)</td>
</tr>
<tr>
<td>SVt</td>
<td>29601.06 (1.68)</td>
<td>10</td>
<td>14185.51 (0.98)</td>
</tr>
<tr>
<td>SVJ</td>
<td>29561.59 (1.72)</td>
<td>11</td>
<td>14171.88 (1.10)</td>
</tr>
<tr>
<td>SVJt</td>
<td>29602.11 (1.30)</td>
<td>9</td>
<td>14178.46 (1.05)</td>
</tr>
<tr>
<td>SVL</td>
<td>29605.67 (2.04)</td>
<td>8</td>
<td>14198.89 (0.49)</td>
</tr>
<tr>
<td>SVLt</td>
<td>29650.72 (2.89)</td>
<td>2</td>
<td>14204.31 (0.76)</td>
</tr>
<tr>
<td>SVLg</td>
<td>29660.83 (1.86)</td>
<td>1</td>
<td>14202.75 (0.50)</td>
</tr>
<tr>
<td>SVLJ</td>
<td>29623.92 (2.06)</td>
<td>6</td>
<td>14189.00 (1.19)</td>
</tr>
<tr>
<td>SVLJt</td>
<td>29658.21 (1.91)</td>
<td>3</td>
<td>14196.10 (0.43)</td>
</tr>
<tr>
<td>SVLJg</td>
<td>29555.07 (1.60)</td>
<td>4</td>
<td>14192.89 (1.00)</td>
</tr>
<tr>
<td>SVLCP</td>
<td>29608.27 (1.83)</td>
<td>7</td>
<td>14184.87 (1.10)</td>
</tr>
<tr>
<td>SVLCJ</td>
<td>29654.98 (1.75)</td>
<td>5</td>
<td>14199.66 (0.53)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Log-ML</td>
<td>Ranking</td>
<td>Log-ML</td>
</tr>
<tr>
<td>SV</td>
<td>32385.53 (2.08)</td>
<td>11</td>
<td>17598.87 (1.30)</td>
</tr>
<tr>
<td>SVt</td>
<td>32400.13 (1.54)</td>
<td>9</td>
<td>17597.14 (1.66)</td>
</tr>
<tr>
<td>SVJ</td>
<td>32382.33 (1.98)</td>
<td>12</td>
<td>17591.68 (1.17)</td>
</tr>
<tr>
<td>SVJt</td>
<td>32396.28 (1.69)</td>
<td>10</td>
<td>17589.48 (0.85)</td>
</tr>
<tr>
<td>SVL</td>
<td>32461.14 (3.10)</td>
<td>6</td>
<td>17626.79 (0.94)</td>
</tr>
<tr>
<td>SIVt</td>
<td>32475.55 (1.53)</td>
<td>2</td>
<td>17624.79 (1.63)</td>
</tr>
<tr>
<td>SVLg</td>
<td>32470.36 (0.82)</td>
<td>3</td>
<td>17623.92 (1.13)</td>
</tr>
<tr>
<td>SVLJ</td>
<td>32457.96 (1.77)</td>
<td>7</td>
<td>17618.18 (1.43)</td>
</tr>
<tr>
<td>SVLJt</td>
<td>32468.95 (2.33)</td>
<td>4</td>
<td>17618.84 (1.57)</td>
</tr>
<tr>
<td>SVLJg</td>
<td>32464.09 (2.08)</td>
<td>5</td>
<td>17617.45 (2.00)</td>
</tr>
<tr>
<td>SVLCJ</td>
<td>32431.76 (5.40)</td>
<td>8</td>
<td>17590.98 (3.45)</td>
</tr>
<tr>
<td>SVLSP</td>
<td>32498.88 (1.91)</td>
<td>1</td>
<td>17627.33 (1.02)</td>
</tr>
</tbody>
</table>

*The values are based on log scale and standard error in parentheses.

Table 8: Marginal likelihood (ML) for S&P500 (top) and TOPIX (bottom) returns data.

6 Conclusion

In this paper, we developed a fast and efficient MCMC sampling procedure for a Bayesian inference of the SV model with jumps, leverage and heavy-tail, and the SV model with correlated jumps. Our proposed method is illustrated using a simulation data and applied to daily stock returns data, the S&P500 index and the TOPIX. We further provided the overall model comparisons using the marginal likelihood of the nested candidate SV models with jumps and heavy-tails. The empirical result implies that the heavy-tailed SV model with leverage (SVLt and SVLg) and superposition model (SVLSP) fits to data better than other models during our data period.
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Appendix A. MCMC algorithm for SVLJt model

We show the details of sampling scheme for the SVLJt model in this appendix. Our proposed algorithm is as follows.

1. Initialize $\theta, \mu, \kappa, \delta, \nu, s, h, \psi, \gamma$ and $\lambda$

2. Sample $(\theta, \mu, h)|s, y^*, d$ by
   
   (a) Sampling $\theta|s, y^*, d$
   
   To sample $\theta$ from the posterior distribution $\pi(\theta|s, y^*, d) \propto f(y^*|\theta, s, d)\pi(\theta)$ by M-H algorithm, we evaluate $f(y^*|\theta, s, d)$ using an augmented Kalman filter as shown in Appendix B. We compute $\theta_*$ and $\Sigma_*$ in equation (6) and generate a candidate $\theta^*$ from the distribution $N(\theta_*, \Sigma_*)$ truncated over $R = \{\theta : |\phi| < 1, \sigma > 0, |\rho| < 1\}$. Let $\theta_0$ denote the current point of $\theta$. We accept the candidate $\theta^*$ with probability
   
   $$\alpha(\theta_0, \theta^*|s, y^*, d) = \min \left\{ \frac{\pi(\theta^*|s, y^*, d)f_N(\theta_0|\theta_*, \Sigma_*)}{\pi(\theta_0|s, y^*, d)f_N(\theta^*|\theta_*, \Sigma_*)}, 1 \right\},$$
   
   where $f_N$ denotes the density of the truncated normal distribution for the proposal above. If the candidate $\theta^*$ is rejected, we take the current value $\theta_0$ as the next draw.

   (b) Sampling $(\mu, h)|\theta, s, y^*, d$

   First we generate
   
   $$\mu|\theta, s, y^*, d \sim N(Q_{n+1}^{-1}q_{n+1}, Q_{n+1}^{-1}),$$
   
   where $q_{n+1}$ and $Q_{n+1}$ are computed using the by-products of the augmented Kalman filter (see Appendix B). Next we can sample $h|\mu, \theta, s, y^*, d$ in one block using the simulation smoother (de Jong and Shephard (1995), Durbin and Koopman (2002a)). Given $s_t = i$, our approximating linear Gaussian state space model is formed by

   $$y_t^* = m_i + h_t + G_t u_t,$$
   $$h_{t+1} = d_t \rho \sigma a_t \exp(m_i/2) + (1 - \phi)\mu + \phi h_t + H_t u_t,$$
where \( u_t \sim N(0, I_2) \),

\[
G_t = (v_i, 0), \quad H_t = \left( d_t \rho \sigma b_i v_i \exp(m_i/2), \sigma \sqrt{1 - \rho^2} \right),
\]

(12)

3. Sample \( \psi^{(1)}|\theta, \mu, \delta, h, \gamma, \lambda, y \)

The conditional posterior density for \( \psi^{(1)}_t \) is given by

\[
\pi(\psi^{(1)}_t|\theta, \mu, \delta, h, \gamma, \lambda, y) \\
\propto \sum_{i=1}^K q_i \cdot \frac{1}{v_i} \exp \left\{ - \frac{(y^*_t - h_t - m_i)^2}{2v_i^2} \right\} \\
\times \exp \left[ - \left\{ \frac{(h_{t+1} - \mu) - \phi(h_t - \mu) - D_i(y^*_t)}{2\sigma^2(1 - \rho^2)} \right\}^2 \exp \left\{ - \frac{(\psi_t + 0.5\delta^2)^2}{2\delta^2} \right\},
\]

where \( y^*_t = \log(y_t - (e^{\psi_t} - 1)\gamma_t)^2 - \log \lambda_t \) and

\[
D_i(y^*_t) = d_t \rho \sigma \left\{ a_i + b_i(y^*_t - h_t - m_i) \right\} \exp \left( \frac{m_i}{2} \right).
\]

In the case of \( t = n \), the second \( \exp[\cdot] \) term is omitted. We marginalize the posterior density over \( s_t = i \) \((i = 1, \ldots, K)\) and conduct the M-H algorithm for sampling \( \psi^{(1)}_t \). Under the assumption that \( k_t \) is small, \( k_t = e^{\psi_t} - 1 \) may be well approximated by \( \psi_t \). We generate the candidate in the M-H algorithm based on the equation (7) which produces the proposal density \( N(\hat{\psi}_t, \sigma^2) \) where \( \hat{\psi}_t \) and \( \sigma^2 \) is given by the equation (8). We accept or reject the candidate using the M-H algorithm as in sampling \( \theta \).

4. Sample \( (\delta, \psi^{(0)})|\theta, \mu, h, \psi^{(1)}, \gamma, \lambda, y \) by

(a) Sampling \( \delta|\psi^{(1)}, \gamma \)

The conditional posterior distribution for \( \delta \) is given by

\[
\pi(\delta|\psi^{(1)}, \gamma) \propto \prod_{\gamma'=1}^\gamma \frac{1}{\sqrt{2\pi}\delta} \exp \left\{ - \frac{(\psi^{(1)}_{t'} + 0.5\delta^2)^2}{2\delta^2} \right\} \pi(\delta).
\]

We sample \( \delta \) by A-R M-H algorithm (Tierney (1994), Chib and Greenberg (1995)). Let \( \hat{\delta} \) denote the mode (or approximate mode) of the conditional posterior density \( \pi(\delta|\psi^{(1)}, \gamma) \), and let \( \ell(\delta) = \log \pi(\delta|\psi^{(1)}, \gamma) \). Applying Taylor expansion to \( \ell(\delta) \) around \( \hat{\delta} \) as

\[
\ell(\delta) \approx \ell(\hat{\delta}) + \ell'(\hat{\delta})(\delta - \hat{\delta}) + \frac{1}{2} \ell''(\hat{\delta})(\delta - \hat{\delta})^2 \equiv h(\delta),
\]

where \( \ell'(\hat{\delta}) \) and \( \ell''(\hat{\delta}) \) are the first and second derivative of \( \ell(\delta) \) evaluated at \( \delta = \hat{\delta} \). We construct the approximating density \( N(\mu_\delta, \sigma^2_\delta) \) truncated over \((0, \infty)\), where \( \mu_\delta = \)
\[ \hat{\delta} - \ell' (\hat{\delta}) / \ell'' (\hat{\delta}) \] and \( \sigma_\delta^2 = -1 / \ell'' (\hat{\delta}) \). We sample \( \delta \) by the following two steps.

i. A-R step

Generate a candidate \( \delta^* \sim N(\mu_\delta, \sigma_\delta^2) \) truncated over \((0, \infty)\) and accept \( \delta^* \) with probability \( \min(1, \exp\{\ell(\delta^*) - h(\delta^*)\}) \). If it is rejected, generate \( \delta^* \) again till the candidate is accepted.

ii. M-H step

Let \( \delta_0 \) denote the current point of \( \delta \). Accept \( \delta^* \) with probability

\[
\min \left\{ \frac{\exp(\ell(\delta^*)) \min\{\exp(\ell(\delta_0)), \exp(h(\delta_0))\}}{\exp(\ell(\delta_0)) \min\{\exp(\ell(\delta^*)), \exp(h(\delta^*))\}}, \ 1 \right\}.
\]

If \( \delta^* \) is rejected here, \( \delta_0 \) is retained as the next value.

(b) Sampling \( \psi(0)_{|\delta, \gamma} \)

We sample simply as

\[
\psi(0)_{|\delta, \gamma} \sim N(-0.5\delta^2, \delta^2),
\]

independently for \( t = 1, \ldots, n \) when \( \gamma_t = 0 \).

5. Sample \( (\gamma, s)_{|\theta, \mu, \kappa, h, \psi, \lambda, y} \) by

(a) Sampling \( \gamma_{|\theta, \mu, \kappa, h, \psi, \lambda, y} \)

We sample \( \gamma_t \) using the probability mass function

\[
\Pr(\gamma_t = 1|\theta, \mu, \kappa, h, \psi, \lambda, y) \propto \kappa \sum_{i=1}^{K} q_i \frac{1}{v_i} \exp\left\{ \frac{-(y_t^{(1)} - \mu) - \phi(h_t - \mu) - D_i(y_t^{(1)})}{2v_i^2} \right\} \times \exp\left[ -\{h_{t+1} - \phi(h_t - \mu) - D_i(y_t^{(1)})\}^2 \right],
\]

\[
\Pr(\gamma_t = 0|\theta, \mu, \kappa, h, \psi, \lambda, y) \propto (1 - \kappa) \sum_{i=1}^{K} q_i \frac{1}{v_i} \exp\left\{ \frac{-(y_t^{(0)} - \mu) - \phi(h_t - \mu) - D_i(y_t^{(0)})}{2v_i^2} \right\} \times \exp\left[ -\{h_{t+1} - \phi(h_t - \mu) - D_i(y_t^{(0)})\}^2 \right],
\]

for \( t = 1, \ldots, n - 1 \), and for \( t = n \) the second \( \exp[\cdot] \) term is omitted, where

\[
y_t^{(1)} = \log(y_t - (e^{\psi_t} - 1))^2 - \log \lambda_t,
\]

\[
y_t^{(0)} = \log y_t^2 - \log \lambda_t.
\]

This posterior density is also marginalized over \( s_t \) as sampling \( \psi_t^{(1)} \) in step 3.

(b) Sampling \( s_{|\theta, \mu, h, y^*, d} \)
To sample $s_t$, we compute

$$
\pi(s_t = i | \theta, \mu, h, y^*, d) \propto q_i \cdot \frac{1}{v_i} \exp \left\{ - \frac{(y_i^* - h_t - m_i)^2}{2v_i^2} \right\} \exp \left[ \frac{1}{2\sigma^2(1 - \rho^2)} \left( h_t + 1 - \phi h_t - (1 - \phi) \mu - d_i \rho \sigma a_i \exp(m_i/2) \right) \right],
$$

for $i = 1, \ldots, K$. We sample $s_t$ the $K$-point discrete distribution independently for $t = 1, \ldots, n$. In the case of $t = n$, the second $\exp[\cdot]$ term is omitted.

6. Sample $\kappa | \gamma$.

We sample $\kappa$ by

$$
\kappa | \gamma \sim \text{Beta}(n_{\kappa 1} + n_1, n_{\kappa 0} + n_0),
$$

where $n_0$ and $n_1$ are the numbers of time such that $\gamma_t = 0$ and $\gamma_t = 1$ respectively.

7. Sample $(\lambda, \nu) | \theta, \mu, s, h, \psi, \gamma, y$ by

(a) Sampling $\lambda | \theta, \mu, \nu, s, h, \psi, \gamma, y$

We assume $\lambda_t^{-1} \sim \text{Gamma}(\nu/2, \nu/2)$, then the conditional posterior density for $(\lambda, \nu)$ is given by

$$
\pi(\lambda, \nu | \theta, \mu, \nu, s, h, \psi, \gamma, y) \propto \pi(\nu) \prod_{t=1}^{n} \frac{(\frac{\nu}{2})^{\frac{\nu}{2}}}{\Gamma(\frac{\nu}{2})} \lambda_t^{-\left(\frac{\nu}{2}+1\right)} \exp \left\{ - \frac{\nu}{2\lambda_t} \frac{\left(\log \lambda_t - \mu_{\lambda_t}\right)^2}{2\sigma_{\lambda_t}^2} \right\},
$$

where

$$
\mu_{\lambda_t} = \log(y_t - k_t \gamma_t)^2 - m_i - h_t - \frac{d_i \rho h_i v_i^2 \exp(m_i/2)}{\sigma \left\{ 1 - \rho^2 + \rho^2 b_i^2 v_i^2 \exp(m_i) \right\}},
$$

$$
\sigma_{\lambda_t}^2 = \frac{v_i^2 (1 - \rho^2)}{1 - \rho^2 + \rho^2 b_i^2 v_i^2 \exp(m_i)},
$$

given $s_t = i$, for $t = 1, \ldots, n - 1$ and $\mu_{\lambda_n} = \log(y_n - k_n \gamma_n)^2 - m_i - h_n$, $\sigma_{\lambda_n}^2 = v_i^2$. The conditional posterior distribution for $\lambda_t$ is given by

$$
\pi(\lambda | \theta, \mu, \nu, s, h, \psi, \gamma, y) \propto \lambda_t^{-\left(\frac{\nu}{2}+1\right)} \exp \left\{ - \frac{\nu}{2\lambda_t} \frac{\left(\log \lambda_t - \mu_{\lambda_t}\right)^2}{2\sigma_{\lambda_t}^2} \right\},
$$

We sample $\lambda_t$ using the M-H algorithm with the candidate drawn by $(\lambda_t^*)^{-1} \sim \text{Gamma}(\nu/2, \nu/2)$.

(b) Sampling $\nu | \lambda$
The conditional posterior distribution for $\nu$ is given by
\[
\pi(\nu|\lambda) \propto \pi(\nu) \frac{(\frac{\nu}{2})^{\frac{m}{2}}}{\Gamma(\frac{m}{2})} \prod_{t=1}^{n} \lambda_t^{-\frac{\nu}{2}} \exp\left(-\frac{\nu}{2} \sum_{t=1}^{n} \lambda_t^{-1}\right).
\]

We sample $\nu$ by the A-R M-H algorithm as in sampling $\delta$ in step 4.

Appendix B. Augmented Kalman filter

To find $\theta$ that maximizes $\pi(\theta|s,y^*,d)$, we need to evaluate a likelihood $f(y^*|\theta,s,d)$. In the following, we assume $\theta = (\phi, \sigma, \rho)$ is fixed. Based on de Jong (1991), we conduct an augmented Kalman filter and calculate the likelihood function.

Consider a state space model
\[
y_t = X_t\beta + Z_t\alpha_t + G_tu_t, \quad t = 1, \ldots, n,
\]
\[
\alpha_{t+1} = W_t\beta + T_t\alpha_t + H_tu_t, \quad t = 0, 1, \ldots, n,
\]
where $X_t, Z_t, W_t, T_t, G_t, H_t$ ($t = 1, \ldots, n$), $X_0, H_0$ are constants, and

- $\beta = b + B\mu$, $\mu \sim N(c, C)$, $b$ is fixed and $B$ has full column rank. $\mu$ is an $m \times 1$ vector. $C$ is nonsingular unless $C = O$. $\text{Cov}(y) = \Sigma (y = (y_1', y_2', \ldots, y_n'))$ is nonsingular if $C = O$.

- $u_t \sim NID(0,I)$ for $t = 0, 1, \ldots, n$. $\alpha_0 = 0$, $\mu$ and $u_t$’s are uncorrelated.

In our approximated state space form of the SVLJt model, we set $Z_t = 1, T_t = \phi, \mu \sim N(\mu_0, \sigma^2_{\mu_0}), b = (1,1,0)', B = (0,0,1-\phi)', X_t = (m_i,0,0)$, $W_t = (0,d_t\rho\sigma_i \exp(m_i/2),1)$ for $t = 1, \ldots, n$, and $W_0 = (0,0,\frac{1}{1-\sigma})$, where $\mu_0$ and $\sigma^2_{\mu_0}$ are hyperparamters of the prior for $\mu$. The $G_t, H_t$’s are given in equation (12) and $y_t$ corresponds to $y^*_t$ here.

When $\mu$ is fixed, the Kalman filter is the recursion
\[
D_t = Z_tP_{t|t-1}Z_t' + G_tG_t', \quad K_t = (T_tP_{t|t-1}Z_t' + H_tG_t')D_t^{-1},
\]
\[
P_{t+1|t} = T_tP_{t|t-1}L_t' + H_tJ_t', \quad L_t = T_t - K_tZ_t,
\]
\[
e_t = y_t - X_t\beta - Z_t\alpha_{t|t-1}, \quad a_{t+1|t} = W_t\beta + T_t\alpha_{t|t-1} + K_te_t,
\]
for $t = 1, \ldots, n$, where $J_t = H_t - K_tG_t$ and $a_{t|0} = W_0\beta$, $P_1 = H_0H_0'$. Further, we consider additional equations
\[
f_t = y_t - X_tb - Z_t\alpha_{t|t-1}', \quad a_{t+1|t}' = W_tb + T_t\alpha_{t|t-1}' + K_tf_t,
\]
\[
F_t = X_tB - Z_tA_{t|t-1}', \quad A_{t+1|t}' = -W_tB + T_tA_{t|t-1}' + K_tF_t,
\]
for $t = 1, \ldots, n$, where $a_{t|0}' = W_0b$, $A_{t|0}' = -W_0B$. Note that
\[
e_t = f_t - F_t\mu, \quad a_{t+1|t} = a_{t+1|t}' - A_{t+1|t}\mu.
\]
Then the log likelihood given $\mu$ is

$$
\log f(y|\mu) = -\frac{1}{2} \left\{ n \log 2\pi + \log |\Sigma| + (y - Xb)^\prime \Sigma^{-1}(y - Xb) - 2q'\mu + \mu'Q\mu \right\},
$$

where $\log |\Sigma| = \sum_{t=1}^{n} \log |D_t|$, $(y - Xb)^\prime \Sigma^{-1}(y - Xb) = \sum_{t=1}^{n} f_t' D_t^{-1} f_t$, $q = \sum_{t=1}^{n} F_t' D_t^{-1} F_t$, and $Q = \sum_{t=1}^{n} F_t' D_t^{-1} F_t$. On the other hand, the posterior distribution of $\mu$ given $y$ is $N(Q_{n+1}^{-1} q_{n+1}, Q_{n+1}^{-1})$ where

$$
q_{t+1} = q_t + F_t' D_t^{-1} f_t, \quad q_1 = C^{-1} c,
$$

$$
Q_{t+1} = Q_t + F_t' D_t^{-1} F_t, \quad Q_1 = C^{-1},
$$

for $t = 1, \ldots, n$. Thus we obtain the likelihood of $y$ as

$$
\log f(y) = \log f(y|\mu) + \log \pi(\mu) - \log \pi(\mu|y)
$$

$$
= \text{const.} - \frac{1}{2} \left\{ \sum_{t=1}^{n} \log |D_t| + \log |Q_{n+1}| + \sum_{t=1}^{n} f_t' D_t^{-1} f_t + c'C^{-1}c - q_{n+1}' Q_{n+1}^{-1} q_{n+1} \right\}.
$$
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